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Figure 1. Best views generated by our approach.

Abstract

An approach to automatically select stable and salient
representative views of a given 3D object is proposed. Ini-
tially, a set of viewpoints are uniformly sampled along the
surface of a bounding sphere. The sampled viewpoints are
connected to their closest points to form a spherical graph
in which each edge is weighted by a similarity measure be-
tween the two views from its incident vertices. Partitions of
similar views are obtained using a graph partitioning pro-
cedure and their “centroids” are considered to be their rep-
resentative views. Finally, the views are ranked based on a
saliency measure to form the object’s representative views.
This leads to a compact, human-oriented 2D description of
a 3D object, and as such, is useful both for traditional ap-
plications like presentation and analysis of 3D shapes, and
for emerging ones like indexing and retrieval in large shape
repositories.

1 Introduction

The nature of 3D shape perception has intrigued humans
for many centuries, and continues even today to be a sub-
ject of intensive research in psychology, neuroscience, psy-
chophysics, and computer science [1,19,20] (see also refer-
ences therein).

Within the pattern-recognition and computer-vision
communities, the problem of defining representative 2D
views for recognition and representation of 3D objects has
recently received significant attention [6, 8, 12, 13]. The
main idea consists of studying similarity and stability re-
lationships between different 2D views of the same 3D ob-
ject [4, 5]. However, these techniques do not take into ac-
count human perception factors. For example, when a 3D

object is viewed, some of its features are more salient than
others. Therefore, a preferred view of the object should
make these parts visible.

A different approach for optimal positioning of view-
points and lighting is gaining popularity among graphics
researchers [2,7,11,17,18,21]. These papers introduce im-
age goodness/saliency measures and then select views that
maximize these measures. A comparison of various mea-
sures for 3D triangulated meshes is presented in [15]. The
main conclusion derived in [15] is that all descriptors tested
in the paper are reasonably good but each of them fails to
produce satisfactory results for certain types of 3D shapes.

In this paper, we suggest a method that combines similar-
ity and goodness/saliency approaches. Such a combination
inherits the strengths of each approach while compensating
for their individual disadvantages. Our method is based on
similarities between different views. However, instead of
comparing fine details of a view, we consider only 2D sil-
houettes, that result in computing similarities between bi-
nary images. The similarity measures guide a clustering
process that groups together a set of viewpoints, all sharing
a similar view of an object. From each cluster, one repre-
sentative view is selected by using the cluster’s “centroid”.
To decide which of the views is most important, we use a
similar approach to [11]. The saliency measure orders the
representative views from the most salient to the least.

Our interest in representative views is mainly in context
of shape repositories, where information on the shape of
stored models has to be presented to users in the form of a
few representative views. Two applications of our method
are to automatically compute such views for a newly added
model and 2D-based matching for retrieval of 3D objects.
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Figure 2. Overview of our stable and salient view selection method. Top row: Partitioning the view-sphere
into stable view regions. (a) view-sphere and observed object. (b) similarity weighted spherical graph.
(c) colored stable view regions. Bottom row: using view saliency to select the final views. (d) mesh
saliency [11]. (e) visualization of view saliency. (f) selected representative views.

2 Stable and Salient View Selection

Figure 2 presents an overview of our method. Our
method is divided into two main parts: finding stable views
and defining their saliency. We consider the most salient
among all the stable views as the best view of the given 3D
object.

A common approach to most view selection methods is
the definition of a criterion for comparison between differ-
ent viewpoints [2, 11, 15, 18, 21] (e.g. view entropy). The
criterion quantifies the level of importance of features in
the object and hence, defines a best view as the one that
maximizes this quantity. Polonsky et al. [15] suggested and
compared several criteria.

Researchers within the object recognition area claim that
a single view is insufficient and suggest to use multiple
views instead [12, 13]. Their strategy is to examine a large
set of views and to filter out those that look similar, since
they do not add any new information. The remaining views
are the selected multi-views of the object. Although this
method suffices for object recognition purposes, it consid-

ers all views to be equal. Hence, a view that includes many
details about the object has no priority over the others.

Our method combines the above general ideas. It first
selects a small set of stable views and then sorts them ac-
cording to the value of information they carry.

Throughout the paper, we use the following notations.
Given a 3D object in world coordinates system, we translate
the object such that its center of gravity aligns with the ori-
gin of the coordinate system. A view of the object is taken
by a virtual camera that is positioned at a viewpoint and
aimed (lookat) at the origin. The camera’s upvector defines
the rotation angle around the viewpoint-origin axis, and the
camera’s field-of-view parameter is always set to 45o. When
a view is taken, the result is always a 2D image. Therefore,
whenever we use the term view or a view of the model, we
refer to the resulting 2D image.

2.1 Generating Stable Multi-Views

Our method for selection of stable views utilizes simi-
larity measures [12, 13]. We define a sphere that is aligned,



Figure 3. Sample of binary (silhouette) views.
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Figure 4. Similarity weighted spherical graph of
a cylinder.

(a) each stable view region is represented by one of its views.

(b) unstable views lie at the intersection of stable view regions.

Figure 5. Stable view regions.

together with the 3D model, at the coordinate system’s ori-
gin, and set its radius such that it always bounds the model.
The sphere’s surface is used as a ground for the camera’s
viewpoints from which all necessary views of the object are
acquired. Given the set of views, we measure the similarity
between each two disjoint views and group together those
that are similar. However, to avoid the high computational
effort that is required to check each pair of views, we sug-
gest the following alternative.

We construct a view-sphere using two iterations of the
Loop subdivision scheme on an initial icosahedron mesh
and refer to the resulting mesh structure as a spherical
graph. Only views acquired from the spherical graph’s ver-
tices are considered and similarities between adjacent views
(two views sharing an edge) are computed. The similar-
ity measure is then assigned to the edge as a weight. Fig-
ure 2a shows a view-sphere bounding the Armadillo model
together with several sampled views. Figures 3 shows ex-
amples of binary (silhouette) images that we used as an in-

put to the view similarity measurements.
Similarity between views is computed using Zernike mo-

ments analysis [14]. The method employs frequency anal-
ysis in polar coordinates, therefore, the comparison is rota-
tion invariant. It is also simple to achieve scale and transla-
tion invariance. The similarity is computed as the L2 norm
of the difference between the views’ Zernike moments. We
implement the “direct method” of Zernike moments com-
putation [3] and use moments up to order 15. The prop-
erty of rotational invariance is crucial for view selection
since any view has the degree of freedom of rotating around
its viewpoint-lookat axis. Thus, our viewpoint selection
method considers such views to be one and the same.

Figures 2b and 4 show the spherical graph with edges
colored by similarity weights. A blue edge represents high
similarity between its incident views while red edges rep-
resent dissimilar views. We consider a view to be stable
if all edges incident on its viewpoint in the spherical graph
have high similarity weights. A stable view region is an area
on the view-sphere that groups several stable viewpoints to-
gether. Figure 4a shows that views that are rotated version
of themselves are considered similar (blue edges).

To find stable view regions, we partition the similarity
weighted spherical graph based on its edge weights. One
possible way to achieve this is to find an edge cut that seg-
ments the graph into the requested number of partitions
while minimizing the total weights of edges in the cut. This
way we prevent region with high stability to be partitioned
into two disjoint parts. MeTiS [10] is a graph partitioning
application that partitions a graph into the requested number
of sub-graphs. Given a graph with weighted edges, MeTiS
finds an edge cut which minimizes total weights and gen-
erates sub-graphs with balanced number of vertices. Al-
though our application does not require the balancing prop-
erty, our experiments show that it does not create any bias.
Figure 2c shows an example of this partition method (each
partition has a different color). The partitioning quality is
also influenced by the sampling density of the view-sphere.
Sparse sampling will result in a small graph which will
be difficult to partition. In the field of object recognition,
around 50 uniform distributed samples are used [13, 16]. In
our implementation, 162 samples are used, same as in [18],
and from our experience this number is sufficient.

2.2 Sorting of Partitions’ Importance

Once the spherical graph is partitioned into stable view
regions, the stable partitions have to be sorted according
to their importance and the representative viewpoint inside
each partition needs to be found.

To sort the stable partitions, we first need to value their
importance. Each partition is assessed by the average of
its viewpoints’ value, where viewpoints are assigned val-
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Figure 6. Selection of stable and salient views using binary (silhouette) views.
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Figure 7. Best three views generated by our approach.

ues using a mesh saliency [11] method, which is based on
a vision image saliency technique [9]. This method evalu-
ates saliency by computing mean curvature of a 3D mesh
model and employing multi-scale mesh smoothing to re-
move small details, leaving behind the salient features.

A representative viewpoint Ri of a partition Pi is given
by the following view saliency weighted centroid,

Ri =

∑
j∈Pi

sj · pj
∑

j∈Pi
sj

,

where pj is the view-sphere vertex and sj is its correspond-
ing view saliency.

2.3 A Suggestion for Model Orientation

One of the major challenges in view selection is to find
the proper orientation of the 3D model. For example, when
viewing a model of a four-legged animal, we expect the
view-selection method to orient the view such that the ani-
mal will be on its feet and not on any other body-part. To

the best of our knowledge, this problem is not yet to be ad-
dressed successfully, and in former view-selections publi-
cations (e.g., [15,18]), the final orientation was set by hand.

A solution to this problem is outside the scope of this
paper, nor do we claim to have one. However, we would
like to suggest a hypothesis, which claims that for an object
to be properly oriented, its least important part should be
facing down. The justification is that usually the lower part
of an object is hidden from the viewer and the viewer would
thus choose the least important part to be the lower one.

Figure 8 shows several examples of model orientation
selection based on our hypothesis. Although only 3 out of
the 12 models that we tested were oriented correctly, we
still believe that this idea has potential and plan to continue
research on it. For all other view selection results in this
paper, the up vector was set to (0, 1, 0). View orientation in
the figures has not been adjusted in any other way.



Figure 8. Best views generated by our approach
together with our suggestion for model orienta-
tion.

Figure 9. The best views selected by view
saliency [11] only.

Figure 10. Top 8 most salient viewpoints. (Blue
points) The view-sphere’s edge color reflects
saliency value of the incident viewpoints. No-
tice the back of view-sphere is culled for visual-
ization.

Figure 11. Top 3 salient view examples of Fig-
ure 10.

3 Results and Discussion

Figure 5 shows some results obtained by partitioning the
similarity weighted spherical graph using MeTiS. Figure 5a
shows a representative stable view for each model while
Figure 5b shows an unstable view. Note, that the unsta-
ble view lies at the intersection of several stable view re-
gions. We can observe that the stable regions for the dragon
and horse models are stretched in the sphere’s longitudinal
direction. This implies that a movement of the viewpoint
along a longitudinal line will result in minimal change in
view compared to movement in a latitudinal direction.

We fixed the number of partitions (also the number of
final views) to 8. From our experiments, we have noticed
that this number is usually sufficient to cover all interesting
parts of the model. A larger number of partitions may not
reveal any new information, while a smaller number might
not suffice.

Figures 1, 6, and 7 show several results of our exper-
iments using our automatic multi-view selection method.
We also examined illuminance images (grayscale images)
using the Gouraud shading model besides binary (silhou-
ette) images. However, the shaded images are sensitive to
environmental conditions, such as lighting, and hence tend
to bias the results. Due to this, we conclude the use of bi-
nary images is more appropriate for our purposes.

Figure 10 shows a multi-view selection that is based
on saliency alone. It is easy to see that all high saliency
viewpoints are concentrated in a small region on the view-
sphere. This is because small deviations in viewpoint do
not affect the saliency value much. By taking into account
the stability of the view, we force the views to be spread all
over the view-sphere, resulting in a better distribution.

Figure 9 shows the best views selected by the mesh
saliency method [11]. Comparing Figure 9 with Figures 6
and 7, we can say that our results are comparable or, in some
cases, better. For example, the bottom of the dragon model
is the most salient (Figure 9). However, when stability is
taken into account, the best view changes to the side of the
dragon, which is a much better suggestion (Figure 7), al-
though this is not the most salient view.

Similarly, the neck of David’s head is also salient due
to its high and consistent curvature. However, this view is
unstable (Figure 5). Therefore, our method avoids the un-
interesting view of the neck and recommends better views
that cover the front and top of the head (Figure 6). Note
that our method does not ignore the saliency recommenda-
tion in the neck region, but combines it with a stable view.
These examples show the benefits of our method achieved
by combining two human perception elements, stability and
saliency.

Computation time of constructing the similarity
weighted spherical graph is about 40 minutes. This does



not depend on the model since the computations are on the
rendered views and the number of views is fixed (number
of vertices of the view-sphere). The view resolution is
set to 256 × 256. Graph partitioning by MeTiS takes less
than 0.01 seconds. Readers can find the mesh saliency
computation time in [11]. The view saliency computation
takes less than a minute, depending on the rendering time
of the model. Currently, no optimization has been done
throughout our implementation. All timings were measured
on a 2.8GHz Pentium 4 PC with an ATI Radeon R300.

4 Conclusion

We present a new view selection approach based on two
human perception elements, view stability and saliency.
Stable view regions on the view-sphere are computed by
a graph partition algorithm where the edges are weighted
by view similarity. Recommended views are obtained by
ranking the regions with view saliency. Compared to other
known methods, our generated views look more plausible
and perceptually understandable.

In the future, we are planning to investigate and im-
prove performance of our method in certain cases where
best view selection fails. We also plan to research the au-
tomatic model orientation problem which will have signif-
icant influence on automatic view-selection procedures. In
addition, computation time optimizations were not consid-
ered in this paper. Speed up of the method is also a signif-
icant topic. There are several optimizations that can speed
up Zernike moments computation (e.g. [3]) and we plan to
enhance our approach by several of them.
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