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Abstract

The inner-shell ionization processes of atoms by bombardment of fast heavy ions are studied systematically through
high-resolution measurements ofK x rays. TheKa satellite andKa hypersatellite x rays from targetK-shell ionization were
measured for He, C, N, O, and Ar-ion impact at energies between 0.56 and 92 MeV/u for satellite x rays and between 4.7 and
92 MeV/u for hypersatellite x rays. From the intensity distribution of theKa satellite x rays with a different number ofL-shell
vacancies, theL-shell ionization probability at small impact parameters (close collisions) have been obtained and the results
are discussed in the framework of simple first-order theories like binary-encounter approximation (BEA), and semiclassical
approximation (SCA). The results qualitatively agree with the BEA and SCA scalings at higher collision velocities than the
orbital velocity of theL electrons. The intensity ratio betweenKa hypersatellite x rays andKa satellite x rays has been
compared with results calculated by BEA and SCA. (Int J Mass Spectrom 192 (1999) 49–63) © 1999 Elsevier Science B.V.

Keywords: K-shell ionization; DoubleK-shell ionization; Inner-shell ionization; Multiple ionization; Heavy ion-atom collision;K satellite
x-rays;K hypersatellite x-rays; Binary encounter approximation; Semiclassical approximation

1. Introduction

In fast ion–atom collisions, the production of aK
vacancy in the projectile or target atom can be
accompanied by the production of anotherK vacancy
or one or moreL vacancies in the same atom. TheK
x rays from decays of excited states with such
multiple innershell vacancies have higher energies
than that from a singleK-vacancy state. Therefore,
x-ray spectra from the collisions have satellite and
hypersatellite structures that can be observed in high-

resolution x-ray measurements. Hereafter we denote
an atomic state withm K vacancy andn L vacancies
as aKmLn state (m # 2, n # 7) andK x rays from
this state asKLn x rays form 5 1 (satellites) and a
K2Ln x rays form 5 2 (hypersatellites). The multiple
inner-shell ionization of a target atom is largely
enhanced by heavy-ion impact. Such enhancement
was observed as a energy shift of theK x rays in
low-resolution measurements [1], and then inKLn

x-ray intensity distribution in high-resolution mea-
surements [2,3]. Since such enhancement was first
observed, many studies have been made on this
subject [4–7]; the dependence of the structure of the
KLn x-ray spectra on the energy, atomic number and
charge state of the projectile ions, the atomic number
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of the target atom, and physical or chemical condi-
tions of the target.

Olsen and Moore [8] measuredK2Ln x-ray spectra
by using high resolution spectrometer and compared
the intensity distributions of theK2Ln x rays with the
KLn x rays.

If multiple ionization is treated as simultaneous
independent single ionization of the orbital electrons
and the electron correlation effects are neglected, the
multiple-ionization probability can be expressed by
the single-electron ionization probabilities. If all theL
electrons have the same ionization probability, the
cross section of simultaneous singleK and n-fold L
ionization is expressed as

sK,nL 5 E
0

`

2pb2PK~b!S8
nDPL~b!n

3 @1 2 PL~b!#82n db (1)

where PK(b) and PL(b) are the singleK and L
ionization probabilities as functions of the impact
parameterb. SincePK(b) has nonzero values only at
small impact parameters where theb dependence of
PL(b) is not significant,PL(b) in the above equation
can be replaced by a constantPL 5 PL(0). Then the
multiple L-ionization cross section has a binomial
distribution:

sK,nL 5 sKS8
nDPL

n~1 2 PL!82n (2)

wheresK is theK-ionization cross section. The value
of PL is obtained from relative cross sections to
produce different numbers ofL vacancies simulta-
neously with aK-vacancy production, which can be
deduced from the intensity distributions of theKLn x
rays.

The impact parameter dependence of inner-shell
ionization probabilities are often studied through co-
incidence measurements between characteristic x rays
or Auger electrons and the deflection of the projectiles
by nuclear coulomb scattering. These kind of mea-
surements usually offer more detailed information on
the inner-shell ionization probabilities than the high
resolution measurements of x rays with a crystal

spectrometer. But at the coincidental measurements
we have to prepare a very finely collimated beam so
as to determine a very small scattering angle, espe-
cially at high projectile energy. This makes it difficult
to make systematic studies of impact parameter de-
pendence of inner-shell ionization. On the other hand,
for the measurement ofKLn x-ray distribution, we can
use a same x-ray crystal spectrometer for different
collision systems and velocities, where the coinci-
dence measurements are difficult because of small
scattering angle. We have investigated many collision
systems and a wide range of collision velocities
systematically by using this equipment to test the
validity of theories and general scaling laws as func-
tions of the parameters describing the collision sys-
tem; the atomic number of the projectile (Z1), the
target (Z2), and the collision velocity (vi).

Several experimental studies have been reported
on systematics ofL- andM-shell ionization probabil-
ities through measurements ofKLn x-ray intensity
distribution. The results have been compared with
first-order direct coulomb ionization models, like the
plane-wave Born approximation (PWBA), semiclas-
sical approximation (SCA), or binary encounter ap-
proximation (BEA).

Kauffman et al. [4] studied projectile and target
dependences with 0.8 MeV H, 3.2 MeV He, and 30
MeV O ions on targets of Ca, Sc, Ti, V, Cr, and Mn.
They found that the relative cross sections of the
multiple L-vacancy production followed a binomial
distribution, and BEA calculations qualitatively re-
produced the experimentalPL values for proton and
He projectiles, whereas crude SCA calculations over-
estimated them. They also found that the BEA calcu-
lations significantly overestimate thePL values for the
O-ion projectile.

Richard et al. [5] studied collision energy depen-
dence of ionization cross sections for theKLn states
with 0.4–3.0 MeV He ions on an Al target. A BEA
calculation reproduces the gross feature of their ex-
perimental results, but some discrepancies were found
between them, especially in the position of the ex-
trema of the cross sections.

Schmiedekamp et al. [6] studied projectile depen-
dences ofKLn x-ray intensities of Ar gas target
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excited by 1–5 MeV/u H, C, N, O, F, Si, and Cl ions
on Ar. They compared the results of thePL to BEA
and PWBA universal functions and found agreements
when velocity-dependent binding corrections were
introduced. They also evaluated the influence of the
rearrangements of the vacancies byLMM Auger
transitions prior to the x-ray emission on thePL.

Awaya et al. [11] reported the first systematic
experimental study of theL- and M-shell ionization
probabilities PL and PM as functions of all the
parametersZ1, Z2 andvi with projectiles of He, C, N,
and O at energies between 4.7# E # 8.2 MeV/u.
The targets used for thePL measurements were Al,
Ar, Ti, Cr, Fe, Ni, Kr, and Y, and those for thePM

measurements were Y, Mo, Ag, and Sn. The results
agreed well with a BEA scaling.

Systematic studies on the doubleK-ionization
process are only a few. Olsen and Moore [8] mea-
sured Ca hypersatellite x-ray spectra induced by O
ions of energy from 24 to 48 MeV, as well as the
satellite x rays. They studied thePL for both the
satellite and hypersatellite lines.

Fujimoto et al. [9] studied the Be x-ray spectra
induced by proton and He projectiles with energies
from 0.5 to 2.0 MeV by using a crystal spectrometer.
They observed the hypersatellite lines for He impact
and studied the incident energy dependence of hyper-
satellite x-ray production cross section. Kawatsura et
al. [10] studied projectile atomic number dependences
of double ionization in Be, B, and O atoms by
protons, H2

1, and He1 ions whose energies ranged
from 0.25 to 2.0 MeV. They found that the doubleK
ionization cross section depends uponZ1

4.
Awaya et al. studied the intensity ratio of hyper-

satellite X-rays to satellite x rays,I 5 ¥X(K2Ln)/
¥X(KLn), whereX(K2Ln) andX(KLn) are the yield
of K2Ln andKLn x rays, respectively, for the projec-
tiles whose incident energy ranged from 4.7 to 7.7
MeV/u [13]. They reportedI is well proportional to
Z1

2, for the collision system of 6 MeV/u projectiles of
Z1 5 2, 6, 7, and 8 on a Ti target.

Here we present systematic investigation of the
L-shell ionization probabilityPL of the target atoms
and systematics of intensity ratio between hypersatel-
lite and satellite x rays by close collisions with heavy

ions as an extension of the previous works at RIKEN.
The study includes the dependences ofPL on theZ1,
Z2, andvi, in a wider range ofZ1 andvi, measured in
the same experimental setup as before, then we have
been able to get systematic data for a very wide range
of projectile energy for the first time. We compare the
results of singleK and n L ionization with simple
scaling laws predicted by theoretical models of direct
coulomb ionization, and study the applicability and
limitation of them to various collision systems accord-
ing to the collision velocity. The theoretical models
applied here are BEA and SCA in which impact
parameter dependent formulation are available.

We had a special interest in asymmetric collisions
at velocities lower than the targetL-electron velocity
vL and near-symmetric collisions at velocities much
higher thanvL.

When the nucleus of the projectile approaches the
target nucleus during the collision, the time-depen-
dent coulomb force by the projectile distorts the wave
function of the target electron and thus changes the
ionization probabilities. These effects are called bind-
ing and polarization effects: The binding effect is
more important at small impact parameters whereas
the polarization is important at large impact parame-
ters. These effects influence the ionization probability
significantly at velocities lower than the orbital elec-
tron velocity and for higherZ1 to deviate them from
the first-order theories. We have made measurements
with slow (4.8 # vi # 9.8) N ions and studied the
binding effect in a SCA.

These first-order theories are usually not applied
for nearly symmetric collisions (Z1 ; Z2) where the
electron orbits of the collision partners are strongly
deformed during close collisions. However, it is
expected that at high collision velocities the ionization
process in nearly symmetric collisions can be de-
scribed by the same first-order theories as the asym-
metric case. We have made measurements with fast
(56.8 a.u.) Ar ions on Ti, V, Fe, Ni, and Cu targets and
compared the results with those of lower-velocity
light-ion collisions.

On the doubleK ionization, we measured theI
values for the 26 MeV/u N ions and 92 MeV/u Ar
ions. Together with the previous data [13], we will

51Y. Awaya et al./International Journal of Mass Spectrometry 192 (1999) 49–63



discuss the projectile energy dependence of theI
values, which is roughly approximated to the ratio of
the double to the singleK ionization cross section.

Atomic units are used in the following sections
unless otherwise specified.

2. Experiments

Heavy-ion beams were produced by three acceler-
ators of RIKEN: 4.7–8.2 MeV/u He, C, N, and O ions
were produced by an ordinary 160 cm cyclotron,
0.56–2.4 MeV/u N ions by a heavy-ion linear accel-
erator (RILAC), and 26 MeV/u N ions and 92 MeV/u
Ar ions by a ring cyclotron (RRC). The collision
velocity ranges from 3.5% to 41% of the speed of
light, c, or from 4.8 to 56.8 a.u. Table 1 summarizes
the collision systems which we have investigated. Part
of the works at the 160 cm cyclotron and a part of
preliminary results at the RILAC and the RRC have
been reported elsewhere [7,11–14].

Most of the solid targets were self-supported me-
tallic foils with a thickness of a few micrometers. The
energy loss of the ions in the targets are less than 6%
of the incident energyE $ 4.7 MeV/u. At lower
energies,E # 2.4 MeV/u, the energy loss is large for
thick targets. Actually at projectile energies of 0.8–
1.5 MeV/u in the 2mm thick Ti target, the spread is
estimated to be 4–5 MeV which is about 20%–50% of
the incident energy. To avoid this problem, we used
targets of Cr with thicknesses of about 60mg/cm2

evaporated on a mylar foil and about 20mg/cm2 on a
C foil, impinged by a N-ion beam at 0.56–2.4 MeV/u.
The largest energy spread due to the energy loss was
about 4% of the incident energy. The Ar target was
contained in a gas cell with windows for the entrance
and exit of the ion beam [7]. The energy of the ions at
the position of x-ray measurement in the gas cell was
estimated from the incident energy, the energy loss by
the entrance window and that by the gas before the
position for each run.

The K x rays from the target elements were
measured with a broad range crystal spectrometer [15]
placed at 90° to the beam to resolve theKa x rays to
theKLn andK2Ln components. The crystal spectrom-
eter consists of a gas-flow position sensitive propor-
tional counter (PSPC) and a flat crystal. A crystal of
Ge(111) was used for Ti x rays and that of LiF(200)
or LiF(220) for Cr, Fe, Ni, and Cu x rays. In addition
to this spectrometer, a step-scanning crystal spectrom-
eter was used in experiments at the 160 cm cyclotron.

Some examples of the Ti x-ray spectra are shown
in Fig. 1. Peaks are labeled according to the vacancy
configuration of the states before the emission of x
rays. Peaks around 4.5 keV are theKLa

n x rays, and
those around 4.9–5.0 keV are theKLb

n x rays. Small
peaks around 4.7 keV are hypersatellites (K2La

n x
rays).

3. SingleK-shell ionization

We have analyzed all theK x-ray spectra data from
the experiments in a same procedure for a consis-
tency. The old data have been re-analyzed.

3.1. Experimental results

3.1.1. Corrections for fluorescence yields
We have fitted theKLa

n x-ray spectra with a sum of
Gaussian functions on a smooth background by using
least-squares method to obtain the intensity distribu-
tions among the components, and corrected each of
the KLn x-ray intensities for its fluorescence yield to
get the relative cross sections of the singleK and
multiple L ionization. For the correction, we needed

Table 1
Projectile–target combinations and collision energies that were
studied

Projectile Target Energy (MeV/u)

N Cr 0.56, 0.82, 1.1, 1.5, 2.1, 2.4
N Ti 0.81, 0.84, 1.09, 1.3, 1.5
He, O Ti 6.0
C Ti 5.1, 6.0, 6.8, 4.7, 4.9
N Ti 4.7, 5.1, 6.0, 6.8, 7.7
N Cr, Fe, Ni, Y 6.0
N Ar 5.0, 5.3, 5.6, 5.8, 6.0, 6.2,

7.6, 7.8
N Ti, Fe, Ni, Cu 26
Ar Ti, V, Fe, Ni, Cu 92
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values of fluorescence yield for states with aK
vacancy and different numbers ofL vacancies of
different elements. Although there are plenty of ex-
perimental and theoretical fluorescence yields for
neutral atoms, and detailed calculations for several
ions with inner-shell vacancies, they are not enough
for our purpose, since the fluorescence yield depends
on the electronic configuration of theL shell and the
atomic number. We have adopted a scaling technique
given by Larkins [16], with values of radiative tran-
sition rate by Scofield [17] and those of Auger rate by
Chen et al. [18]. The corrections for the fluorescence

yield changes the value ofPL within 10% in the case
of the Ti target.

In the present case, we are interested in the relative
cross sections of theKLn states, therefore the relative
values of the fluorescence yield among these states are
more important than their absolute values. We have
compared the fluorescence yields of Ar from the
scaling technique mentioned above with that from
detailed calculation by Bhalla [19] for eachL vacancy
configuration. Although the absolute values of the
fluorescence yield forKLn (n # 4) states differ by
about 3%–5%, the ratio of that forKLn satellite to the

Fig. 1. Spectra ofK x rays from a Ti target excited by (a) Ar ions at 92 MeV/u and N ions at (b) 26 MeV/u and (c) 1.3 MeV/u.
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KL0 transition is smaller than 3%, and the effect of
this difference on the results of thePL value is about
1%.

Schmiedekamp et al. [6] discussed the effect of
electron rearrangement due to theLMM Auger effects
after the ionization and before theK x-ray emission
by model calculations and concluded that the change
of PL is within 610% if theM-shell vacancy produc-
tion probability is not very small. We have made no
corrections for the rearrangement effects on the
present data.

3.1.2. KLn intensity distribution
Fig. 2 shows the distribution of theKLn x-ray

intensities, corrected for the fluorescence yield, for Ti
Ka x rays excited by N ions with different energies.

The intensity distributions among differentn are
fitted to binomial distributions given by Eq. (2) to find
the optimum values ofPL. The binomial distributions
with the best-fit values ofPL are also shown in Fig. 2.
The binomial distribution can reproduce the experi-
mental results in wide range of projectiles, targets,
and collision velocities. It supports the idea that the

Fig. 2. Distribution ofKLa
n x-ray intensities of a Ti target excited by (a) Ar ions at 92 MeV/u and N ions at (b) 26 MeV/u, and at (c) 1.5 MeV/u.

Solid bars show the experimental data and white bars, the best-fit values to a binomial distribution.
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multiple ionization of theL-shell electrons proceeds
independently of each other, without large effects of
electron correlation. Table 2 lists the best-fit value of
PL for each combination of the projectile, target, and

the collision energy which we have investigated. For
the targets withZ2 # 24, the overall error of thePL

is within 5%. For heavier targets, the energy differ-
ence between theKa1 andKa2 x rays approaches the

Table 2
Average ionization probabilityPL and the intensity ratioI between hypersatellite and satellite x rays obtained from the measurements for
each combination of projectile, target, collision velocity, and energy in the laboratory system; the collision velocity is shown in atomic
units

Projectile Target Energy (MeV/u) vi(au) PL I

He Ti 6.00 15.5 0.0086
C Ti 5.08 14.3 0.113 0.019

6.00 15.5 0.102 0.021
6.75 16.4 0.0894 0.022

N Ar 4.71 13.7 0.173
4.86 13.9 0.166
5.00 14.1 0.168
5.29 14.5 0.164
5.52 14.9 0.155
5.86 15.3 0.150
5.96 15.4 0.149
6.14 15.7 0.152
7.64 17.4 0.125
7.86 17.7 0.121

Ti 0.807 5.70 0.196
0.836 5.80 0.199
1.093 6.63 0.227
1.30 7.23 0.237
1.50 7.77 0.237
4.71 13.7 0.153 0.023
5.07 14.2 0.146 0.026
6.0 15.5 0.129 0.027
6.79 16.5 0.118 0.029
7.71 17.5 0.102 0.032

26 31.7 0.0353 0.014
Cr 0.561 4.75 0.1300

0.821 5.75 0.167
1.10 6.65 0.199
1.50 7.77 0.213
2.10 9.19 0.203
2.40 9.82 0.196
6.0 15.5 0.116 0.023

Fe 6.0 15.5 0.0940 0.017
26 31.7 0.0262 0.013

Ni 6.0 15.5 0.0870 0.012
26 31.7 0.0289 0.015

Cu 26 31.7 0.0248 0.015
Y 6.0 15.5 0.082

O Ti 6.0 15.5 0.157
Ar Ti 1.27 7.15 0.373

92 56.8 0.0635 0.024
V 92 56.8 0.0623 0.020
Fe 92 56.8 0.0463 0.029
Ni 92 56.8 0.0498 0.024
Cu 92 56.8 0.0429 0.025
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width of the lines. Therefore the structure of the x-ray
spectra becomes more complicated. For these targets
the error of thePL is nearly 20%.

3.2. Binary encounter approximation

The BEA is an impulse approximation where an
ionization is treated as a classical binary coulomb
scattering between the projectile and a quasi free
target electron.

In 1965, Gryziński [20,21,22] presented a basic
formulation of BEA; a classical treatment of binary
collisions, its application to coulomb scattering and
formula of ionization cross sections by charged par-
ticles. He also gave a simple scaling law to express
the ionization cross sections of an electron in a shell
with a principal quantum numbern:

s 5 ~NpZ1
2/un

2!G~V! (3)

whereN is the number of the electrons in the shell,un

is the binding energy of the target electron, andG(V)
is a universal function of a scaled collision velocity
V 5 vi/vn wherevn 5 =2un. McGuire and Richard
[23] applied the BEA with a universal function of
Gerjuoy-Vriens-Garcia [24] (GVG) to calculate the
ionization probabilities at small impact parameters.
They assumed that the impact parameter dependence
of the ionization probabilityPn(b) was a step function
of b:

Pn~b! 5 Hs/~NpRc
2! if b , Rc

0 otherwise (4)

with a cutoff radiusRc independent of the collision
velocity:

Rc 5 Î2n2/Zeff (5)

where Zeff 5 n=2un is an effective target nuclear
charge. The scaling for the ionization probabilityPn

of one electron is then given as

n2unPn/Z1
2 5 G~V!. (6)

TheL-shell ionizationPL is thus scaled as 4uLPL/Z1
2.

In Fig. 3, the scaledPL values from all of our
measurements are compared with the GVG universal

curve as well as a Thomson curve which will be
described later. The scaled velocityV ranges between
0.7 and 9.5 relative to the targetL-shell electrons.

The overall behavior of the scaled experimentalPL

values for different collision systems agree the GVG
curve for 2 , V , 6, although the GVG curve is
higher, by about 20%, than the experimental values.
At the lower and higher velocities, the experimental
PL is apparently lower than the GVG curve.

The experimentalPL values for the Ar gas target
come into line with those of the other solid targets like
Ti and Fe, therefore we found no indication of
solid–gas effects in the present conditions. This is
consistent with an investigation by Schmiedekamp et
al. [6] who reported that the solid–gas difference in
the KLn distribution is evident for targets withZ2 #

16 but small for Ar and heavier targets.
At low velocities, V , 1.6, behavior of the

experimental data is not much different from the GVG
prediction: The experimental data have a maximum at
aboutV 5 1.15 whereas the BEA prediction has a
maximum atV 5 1. However, the scaledPL from the
BEA predictions are larger than the experimental data

Fig. 3. ScaledL-shell ionization probabilities of target atoms by
heavy-ion projectiles are plotted against the scaled velocityV 5
vi/=2un. Closed marks show the experimental data with Ar
projectile. The solid line shows the universal GVG curve and the
dashed line shows the Thomson curve.
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by a factor of about 2, as shown in Fig. 3. The ratio is
larger at small collision velocities.

Since we observe collisions at impact parameters
smaller than theL-shell radius, theL electrons feel the
projectile nuclear charge in addition to the target
nuclear charge during the collision and are bound
more tightly. This binding effect as well as the effect
of deflection of projectile ions by Coulomb scattering
strongly influence the ionization cross section when
the collision velocity is smaller than the orbital
electron velocity. Corrections for these effects are
discussed on the basis of Born approximation [25,26].
However, it is not appropriate in view of consistency
to incorporate these corrections to the classical BEA
model. The binding effect is further discussed in Sec.
3.3 with SCA.

We have made measurements at a high velocity
with a 92 MeV/u Ar beam on targets of Ti, V, Fe, Ni,
and Cu. The corresponding scaled velocitiesV are
higher than 6.

As this projectile velocity is comparable to the
speed of light, (about0.41c), we consider here the
relativistic effects in a BEA model, from both the
kinematics of binary collision and the coulomb scat-
tering cross sections. Sincevi .. vn, we adopt a
simplified model where the initial target electron is at
rest and the electrons with a higher recoil energy than
the binding energy are ionized by the collision. In the
nonrelativistic case, this results in a total cross section
formula, given by Thomson:

s 5
NpZ1

2

un
2V2 S1 2

1

4V2D (7)

This corresponds to a universal curve

G~V! 5
1

V2 S1 2
1

4V2D (8)

in Eq. (3) and is shown in Fig. 3 by a dashed curve.
When the energy transfer to the electron is evalu-

ated from a relativistic kinematics and a relativistic
Rutherford cross section is adopted, the total ioniza-
tion cross section is almost same as the nonrelativistic
one:

s 5
NpZ1

2

un
2V2 F1 2

1 2 b2

4V2 G (9)

with b 5 vi/c. Although a quantum mechanical Mott
cross section is preferable to the classical Rutherford
cross section in this case, the difference between these
cross sections is within 10% at most of the scattering
angle for our cases [27]. Thus the scaling Eq. (3)
approximately holds in the present case if the velocity
is scaled byV 5 vi/=2un.

As shown in Fig. 3, the experimental results ofPL

in this velocity range are lower than the GVG univer-
sal curve by about 20%–50%, and tend to agree better
with the Thomson curve. We cannot determine
whether this behavior is caused by the deviation of the
L-shell ionization cross section from the GVG to meet
the Thomson curve at these high velocities, or by the
slow dependence of the cutoff radiusRc in Eq. (4).

3.3. Semiclassical approximation

The SCA is a perturbation theory with a classical
projectile trajectory [28]. We adopted two SCA cal-
culations and compared the results with experimental
data for the Ti target: (1) Hansteen et al. [29]
proposed a table of impact parameter dependent
probabilities of ionization for proton impact. The
calculation includes a straight-line trajectory approx-
imation. We have calculated the totalL-shell ioniza-
tion probability from the probabilities forL1, L2, and
L3 subshells at the smallest impact parameter on the
table. Hereafter this calculation is referred as SCAH.
(2) Trautmann and Ro¨sel [30] presented a computer
code for full numerical calculation which includes a
Coulomb trajectory. We calculated the ionization
probabilities for theL1, L2, andL3 subshells for a
N–Ti collision system at a impact parameter of 200
fm. In the calculations, we assumed relativistic hy-
drogenlike wavefunctions for the target electrons,
took a recoil effect into account, and included multi-
poles up tol 5 3. Since in the calculation the target
L-electron wave function is given by the screened
nuclear charge of the target atomZ2L, we study the
binding effect by comparing the following two cases;
Z2L 5 Z2 2 4.15 where binding effect is not con-
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sidered (separated atom; SA) andZ2L 5 Z1 1 Z2 2
4.15where binding effect is considered (united atom;
UA). The former is hereafter referred as SCAT-SA
and the latter as SCAT-UA.

To compare the ionization probabilities by differ-
ent projectiles, we normalized them to that of oneL
electron by proton impact with the same velocity: The
experimentalPL values are divided byZ1

2.
Fig. 4 shows the experimental and calculated

L-ionization probabilities against the collision veloc-
ity vi in atomic units. TheL-electron orbital velocity
vL 5 (Z2 2 4.15)/ 2 isabout 8.9.

At vi . vL, these SCA predictions show similar
behavior, although the SCAH is higher than
SCAT-SA and SCAT-UA atvi . 30. These SCA
results are lower than the experimental data by about
20%–30%, but reproduces well the general behavior
of the data for different projectiles from He to Ar. It
is notable since the experimental results were normal-
ized by a factorZ1

22 which ranges between 1/4 for He
and 1/324 for the Ar impact. Similar results have been
reported by Rymuza et al. [31] where the projectile

K-shell ionization cross sections measured for 80–
200 MeV/u Bi ions on C, Al, and Ni targets are higher
than the SCA predictions by about 50%.

At vi , vL, the experimental results are signifi-
cantly lower than the SCAT-SA and SCAH, and tend
to follow the SCAT-UA. This implies the importance
of the binding effect at these velocities. However,
with a few micrometers thick Ti target, the observed
PL is averaged over the projectile energy spread due
to the energy loss in the target. To minimize effect of
the energy spread, we made measurements with the
thin Cr targets evaporated on C and mylar foils as was
described in Sec. 2. Fig. 5 shows the results ofPL for
the Cr targets compared with the SCAT-SA and
SCAT-UA calculations. The experimental results well
follow the SCAT-UA prediction atvi , vL 5 10. It
shows that the influence of the binding effect is well
reproduced by the SCAT-UA calculation.

As is shown in Fig. 4, the SCAT-UA merges the
SCAT-SA prediction abovevi 5 10 and thePL/Z1

2

have almost same values for four different projectiles
(He, C, N, and O) with the same velocityvi 5 15.5
(about 6 MeV/u). The binding effect seems to vanish
at higher collision velocities.

The binding effect has been studied by some

Fig. 4.L-ionization probabilities for one electronPL of a Ti target
bombarded by He, C, N, O, and Ar ions, divided by square of
projectile atomic number (Z1

2). The solid line shows SCA calcula-
tion results with a straight-line trajectory for proton impact (SCAH)
[29]. The dashed line shows a full SCA calculation for nitrogen
impact [30] with separated-atom target wave function (SCAT-SA)
and the dot-dashed line shows that with a united-atom wave
function (SCAT-UA).

Fig. 5.PL of a thin Cr target bombarded by N ions. The lines show
full SCA calculation for nitrogen impact [30]; solid line for the
united-atom calculation (SCAT-UA) and dashed line for the sepa-
rated-atom calculation (SCAT-SA).
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authors with measurements of impact parameter de-
pendence of ionization probabilities. Schuch et al.
[32] measured theK-ionization probability in 1
MeV/u He on Ca collisions and found that the
experimental probabilities at impact parameters
smaller than theK-shell radius can be reproduced by
SCA calculations if the UA is used to calculate the
targetK-shell wave function. Same calculation with
SA reproduces the experimental probability at larger
impact parameters. Similar effect was observed for
L-shell ionization of Au by 1 MeV/u Ar ions [33].
However, the effect has been investigated at a given
collision system at one projectile velocity. This is the
first systematic observation of the binding effect as a
function of the collision velocity.

In the BEA described previously, the ionization
probability PL is related to the total cross section in
Eq. (3) with an assumption of step function [Eq. (4)]
where the cutoff radius is independent of the collision
velocity [Eq. (5)].

To check the validity of the assumption, we com-
pared the cutoff radiusRc in Eq. (5) with an average
radius RSCA 5 =sSCA/pPLSCA, which is deduced
from the totalL-shell ionization cross sectionsSCA

and thePL at small impact parameters with the SCA
program [30] for N–Ti and N–Cu systems at collision
energies between 10 and 1000 MeV. The ratioRSCA/
Rc, as seen in Fig. 6,slowly increases with the
collision velocity, and is almost same for the two
targets. Although the absolute value of the cross
sections is different by a factor of 36 between 10 and
1000 MeV for the N–Ti system, the increase of the
ratioRSCA/Rc is 38%. This supports the simplification
used in the BEA approximation.

4. DoubleK-shell ionization

As is described in the Sec. 1, the intensity ratio of
hypersatellite and satelliteKa x-raysI 5 ¥X(K2Ln)/
¥X(KLn) were previously obtained at RIKEN by
Awaya et al. [13] for Ti targets and the projectiles of
He, C, N, and O ions at 4.7–7.7 MeV/u. The ratio
have been further obtained for 26 MeV/u N-ion

impact on Ti, Fe, Ni, and Cu targets, and 92 MeV/u
Ar-ion impact on Ti, Cr, Fe, Ni, and Cu targets.

Among the previously obtained data, the results of
C- and N-ion bombardments are included in the
following discussions. The hypersatellite x rays from
the target were scarcely observed in the present work
when the incident energy of ions was lower than 2.4
MeV/u.

4.1. Experimental results

The experimentalI values including the previous
data are plotted againstE/luK in Fig. 7, whereE is
the total incident energy of projectiles,l is the
projectile mass in unit of electron mass anduK is the
binding energy of a targetK electron. The parameter
E/luK is roughly equal to (vi/vK)2 wherevK is the
orbital velocity of the targetK electron. The values of
I for C ions and for Ar ions are scaled byZ1

2 to the
N-ion projectile with the same velocities, that is,
the data is multiplied by (72/62) and (72/182),
respectively. According to Eq. (6), the scaling
factor ofuK(Z2)/uK(Ti) was multiplied by the values
of V, Cr, Fe, Ni, and Cu targets. The experimental

Fig. 6. The ratio between average radiusRSCA 5 =sSCA/pPLSCA

calculated with a SCA program by Trautmann and Ro¨sel [30] and
the cutoff radiusRc in Eq. (5) for collision systems of N–Ti and
N–Cu at incident energies between 10 and 1000 MeV.
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data are obtained directly from the yields of both
hypersatellite and satellite x rays and are not
corrected for the fluorescence yields of eachK2Ln x
rays andKLn x rays. Numerical values ofI are
shown in Table 2.

The uncertainty comes mainly from the statistics
and the estimation of the background caused by the
Compton scattering ofg rays which were induced by
the nuclear reactions and incident to the PSPC di-
rectly. Errors ofI range from 20% to 30% for the
cases of 6 and 6.75 MeV/u C ion on Ti, 26 MeV/u N
ion on Ni and Cu, and 92 MeV/u Ar on all the targets.
In other cases, it ranges from 3% to 10%.

As is seen in Fig. 7, all the experimental datashows
a systematic dependence on the incident energy when
we adopted the BEA scaling of theZ1, Z2, andE.

4.2. Fluorescence yield and intensity distributions

The fluorescence yield for initial states with double
K andn L vacancies,v2K,nL and that with singleK
andn L vacancies,vK,nl were calculated for Ar ions
by Zou et al. [34]. The values ofv2K,nL is larger

than vK,nL by 5.5%, 5.0%, 5.2%, and 5.8% for the
n (in 2p state)5 0, 1, 2, 3 and no 2s vacancies,
respectively. Though the target elements are a little
heavier than Ar, we assumed that the relation
between thev2K,nL and vK,nL is similar to the
present target elements. In the present measure-
ments as well as previous ones, strong lines among
the K2Ln andKLn ones are those withn 5 0, 1, and
2. As the difference between the calculated value of
v2K,nL and that ofvK,nL is almost constant and is
within the experimental error in the present mea-
surements, we assume thatv2K,nL . vK,nL for the
same value ofn.

Olsen and Moore [8] observed that the structure of
hypersatelliteKa and satelliteKa x rays is similar to
each other, that is, the value ofPL for hypersatellite
lines and that for satellite lines is almost same. This is
the same in our case, as is seen in Fig. 1(a) and (b), as
well as the previous data [12].

Since the intensity of the hypersatellite x rays is
lower than 4% of that of satellite x rays, the contri-
bution of singleK vacancy from the de-excitation of
doubleK vacancies can be neglected when we con-
sider the error of the measurements.

Fig. 7. (a) The intensity ratio between hypersatellites and satellites,I , normalized to N–Ti system and scaled byZ1
2uK(Z2) as a function of

E/luK. The solid curve isK ionization cross section from BEA scaling normalized to the experimental data atE/luK 5 1. (b) The intensity
ratio I divided by the projectile charge squared (Z1

2) as a function ofvi. The curves show the results of SCA calculations by Hansteen et al.
[29] (SCAH) and Trautmann and Ro¨sel [30] (SCAT-SA).
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4.3. Comparison of experimental results with
calculations

According to the discussions in the previous sub-
section, we can consider that¥X(K2Ln)/¥X(KLn) is
roughly equal tos(K2)/s(K), where s(K2) is the
doubleK ionization ands(K) the singleK ionization
cross section. When the ionization probability is
assumed to be constant, that is, it takes an average
value of K-ionization probability, then the curve of
s(K2)/s(K) shows similar dependence onE/luK.
The ionization cross section from BEA, which is
normalized to the experimental data, is shown by the
solid line in Fig. 7 for comparison. The experimental
values decrease more rapidly in the range ofE/luK .
1 than the BEA curve, but it roughly follows the
experimental data. The similar tendency was obtained
by Fujimoto et al. [9] for He ions on a Be target,
where the yield of hypersatellite x rays decreases
more strongly compared to that of satellite ones in the
region ofE/luK . 1.

We made calculations ofs(K2)/s(K) based on
SCAH and SCAT-SA. The singleK-ionization prob-
ability, 2PK(b), is calculated as a function of the
impact parameterb, where the factor of 2 is from the
number ofK electrons. The SCAH calculation is for a
proton projectile on Ti, whereas the SCAT-SA calcu-
lations were performed for N71 1 Ti, N71 1 Ni, and
Ar181 1 Ti collision systems. The ionization process
is assumed to be independent between the twoK
electrons; thus, the ratios(K2)/s(K) is expressed as

s~K2!

s~K!
5 E

0

`

2pPK~b!2bdbYE
0

`

2p2PK~b!bdb

(10)

where a contribution ofPK(b)2 is neglected in the
denominator. In the SCAT calculations, the effective
charge of the target was assumed to beZ2 2 0.3.

The results are compared with experimental results
in Fig. 7(b) as functions of the collision velocity. The
results of SCAH are plotted directly whereas those
from the results of experiment and SCAT-SA calcu-
lations are divided byZ1

2. The SCAT-SA calculations
of s(K2)/s(K) for N–Ti and Ar–Ti collisions give

nearly the same results as the SCAH calculation when
they are scaled by 1/Z1

2. However, it should be noted
that the SCAT-SA calculation for Ar–Ti yields un-
physical results ofPK(b) . 1 at smallb and lowvi.

The experiments at 6 MeV/u (vi 5 15.5) for N
projectile on different targets reveal that the ratios for
the heavier targets are lower than the lighter ones.
This tendency is qualitatively reproduced by the
SCAT-SA calculation which yields lowers(K2)/
s(K) for the heavier target atvi , 28. These collision
velocities are lower than theK-electron velocity.
However the calculations cannot reproduce the energy
dependence of the experimental results for N–Ti at
13.7 , vi , 17.5.

On the other hand, at higher velocities, all the
(normalized) theoretical ratios converge to a common
curve independent of the target and the projectile. This is
in good agreement with the experimental results for N
ions at 26 MeV/u and Ar ions at 92 MeV/u where values
of I/Z1

2 are almost independent of the target.

5. Conclusions

We have presented experimental results of target
L-shell ionization probabilityPL at small impact
parameter by ions of 2# Z1 # 18 and 4.8# vi #

56.8, obtained from intensity distributions ofKLn x
rays.

The general behavior of theL-ionization probabil-
ity PL agree the BEA scaling with the GVG universal
function, for different projectile-target combinations
and a wide range of the scaled collision velocity
between 2, V , 9.5. It means that the inner-shell
ionization is explained by a two-body collision be-
tween an incident ion acting as a point charge and an
independent target electron, when the collision veloc-
ity is larger than the orbital velocity of the ionized
electron. It also means that the relation Eq. (4) holds
for wide range ofvi and collision systems with a
cutoff radius almost independent ofvi.

The agreement between the experiments and the
GVG curve becomes worse at lower velocitiesV , 2,
where the binding and coulomb deflection effects are
expected to influence the ionization process.
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The experimentalPL value for a Ti target agrees
with theL-ionization probability calculated by SCA at
small impact parameters for projectiles with 2#
Z1 # 18 when the collision velocity is higher thanvL.
At lower velocities, the experimental results are much
smaller than the SCA calculation with separated-atom
target wave function, and they are well reproduced
when a united-atom target wave function is used in
the same calculation.

The both first-order theories, SCA and BEA are
found to reproduce the overall behavior of theL-
ionization probabilities for the collision systems in-
vestigated here when the collision velocity is higher
than the orbital velocity of the targetL electrons,
although the absolute values of the experimental
probabilities deviate from the predictions by about
20% for most cases.

The intensity ratio between hypersatellite and sat-
ellite Ka X-rays from the target,I 5 ¥X(K2Ln)/
¥X(KLn) is obtained for C, N, and Ar projectiles at
13.7 # vi. This ratio is deemed to be nearly equal to
the ratio of the double to the singleK ionization cross
section, ¥X(K2Ln)/¥X(KLn) . s(K2)/s(K). The
experimental results plotted as a function ofE/luK

are compared with theK-shell ionization cross section
from BEA, and cross-section ratios from SCA
(SCAH, SCAT-SA, and SCAT-UA). All the calcula-
tions roughly fit to the experimental data, showing a
maximum at collision velocityvi close to the target
K-electron velocity. It supports the description that
the doubleK ionizations are independent ionizations
of K electrons. Especially, at very high velocities (vi ..
vK), the ratio normalized byZ1

2 becomes almost indepen-
dent of both the target and the projectile which is in good
agreement with the experimental data.
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